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Perception is a two-way junction:
Feedback semantics in word recognition

DIANE PECHER
University of Amsterdam, Amsterdam, The Netherlands

Feedback semantics refersto whether a specific meaning can be representedby only one word (con-
sistent) or by several words (inconsistent)—that is, whether a word has synonyms (e.g., jail) or not
(e.g., milk). Models of word perception that allow feedback activation from semantics to orthography
and phonology predict that performance should be worse for words that are feedback inconsistent
(words with a synonym) than for words that are feedback consistent (words without a synonym). The
present study showed that both naming and lexical decision responses are faster and more accurate to
consistent than to inconsistent words. The results provide support for models that allow feedback ac-
tivation between phonology, orthography, and semantics.

Models of word processing typically identify three
types of information that play a role in the recognition of
words: orthography (spelling), phonology (sound), and
semantics (meaning) (Masson, 1995; Plaut, McClelland,
Seidenberg, & Patterson, 1996; Van Orden & Goldinger,
1994). These models predict that the consistency of the
spelling to sound mapping of a word affects processing
of the word. Consistency of spelling to sound mapping
refers to the number of different pronunciations that are
possible for a certain spelling pattern. A spelling body is
consistent if it has only one pronunciation (e.g., _uck:
luck, duck, buck). A spelling body is inconsistent if it has
several different possible pronunciations (e.g., _eat:
great, sweat, beat). Most models predict that inconsis-
tency in the mapping of orthography to phonology will
slow down word processing. In these models, a word
with an inconsistent spelling may activate several possi-
ble pronunciations, which leads to a competition process
that has to be resolved before a response (e.g., naming the
word) can be given. Several researchers have obtained
consistency effects in naming and lexical decision (An-
drews, 1982; Glushko, 1979; Stone, Vanhoy, & Van Or-
den, 1997; Tarraban & McClelland, 1987; Ziegler, Mon-
tant, & Jacobs, 1997).

In some models an additional principle is the bidirec-
tional flow of activation between processing units (Van
Orden & Goldinger, 1994). Stone et al. (1997) tested an
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interesting prediction of these types of models—namely,
that inconsistency of phonology to orthography mappings
should interfere with word reading. A pronunciation
(e.g.,/Yn/) that can be spelled in more than one way (e.g.,
sign, fine) is feedback inconsistent. Responses were slower
and less accurate to feedback-inconsistent words than to
feedback consistent words. They called this the incon-
sistency effect of feedback phonology. Other studies have
also shown an effect of feedback phonology in printed
word recognition (Ziegler, Montant, & Jacobs, 1997; but
see Peereman, Content, & Bonin, 1998) and an effect of
feedback orthography in spoken word recognition (Zieg-
ler & Ferrand, 1998). These studies show feedback con-
sistency effects at the orthographic and phonologiclevels.
However, models of word recognition assume that se-
mantics also play a role in word recognition. Models that
incorporate the bidirectional flow of activation therefore
predict that feedback semantics also plays a role in word
recognition. Thus far this influence of feedback semantics
has not been investigated. In the present paperI will there-
fore investigate the effect of semantic feedback consis-
tency on word reading.

The effect of feedback consistency is an important
finding because it places restrictions on models of word
recognition. Let us first look at a possible way in which
models can explain feedback consistency effects. One
important class of models that deal with feedback acti-
vation are neural network models. Neural network mod-
els of word processing consist of three (or more) families
of processing units that deal with orthography, phonology,
and semantics. A specific word can be represented by a
specific pattern of activation of these units. The intercon-
nectivity of the units allows recovery of the complete pat-
tern from an incomplete pattern. The activation of a unit
can be viewed as a value on a dimension, and the possi-
ble activations of all units can be viewed as defining a
multidimensional space. A pattern associated with a word
is a pointattractor in this space. Resonance in the system
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leads to movement toward such a point attractor. Presen-
tation of a printed word results in a pattern of activation
of the orthographicunits. Activation then flows from the
orthographic units to the phonologicunits and the seman-
tic units. Next, activation flows back to the orthographic
units and between the phonologic and semantic units.
This dynamic back-and-forth flow of activation contin-
ues until the system reaches an attractor state. This type
of model, which allows feedback activation, can be con-
trasted with the type of models that allow only feedforward
activation from stimulus to response (Stone et al., 1997).

In both feedback and nonfeedback models, (feedfor-
ward) inconsistency in the mappings from the pattern in
one group of units to the pattern in another group of units
will slow down word processing (i.e., activation works
in opposing directions and thus more time is needed to
reach an attractor). These models can explain the orthog-
raphy to phonology inconsistency effect: Initial activation
from the orthographic units may activate several patterns
in the phonologic units that correspond to the different
sounds that are associated with that spelling. Thus, read-
ing a word that has inconsistent spelling should be slower
than reading a word with consistent spelling. This pre-
diction is made both by models that assume that activa-
tion flows in only one direction (from stimulus to response)
and by models that assume that activation flows in all di-
rections. However, the latter type of models also make
the prediction that inconsistency from phonology to or-
thography should hinder reading performance. If a sound
(e.g.,/et/) can be spelled in several ways (late, wait, great,
weight), reading performance is predicted to slow down.
The initial activation from the orthographic pattern acti-
vates a phonologic pattern, and this pattern in turn acti-
vates several orthographic patterns. Because this conflict
has to be resolved (the system must reach one attractor
state), more processing is needed than if a sound can be
spelled only in one way (e.g., /ob/ in job). This prediction
was confirmed by Stone et al. (1997) and Ziegler, Mon-
tant, and Jacobs (1997), who showed that lexical decisions
and naming of printed words were harmed by sound to
spelling inconsistency, and by Ziegler and Ferrand (1998),
who showed that lexical decisions of auditorily presented
words were harmed by spelling to sound inconsistency.

These studies show that resonance between orthogra-
phy and phonology plays a role in word perception. In the
present study, I investigate whether resonance between
semantics and both orthography and phonology also plays
arole in word processing. In alphabetical languages such
as English the correlation between orthography and pho-
nology is much higher than the correlations between or-
thography and semantics and phonology and semantics
(Van Orden & Goldinger, 1994). Moreover, the correla-
tion between phonology and orthography is especially
strong at the letter and phoneme level. At this level there
is no correlation with the semantic level. Therefore the
role of semantics in the initial buildup of activation pat-
terns is expected to be smaller than the role of phonology
and orthography. However, several studies have shown that

semantics can play a role in word processing, although the
effects can sometimes be quite small. For example, it has
been observed that lexical decision and naming of words
is affected by imageability (De Groot, 1989; Strain, Pat-
terson, & Seidenberg, 1995), semantic ambiguity (Azuma
& Van Orden, 1997; Borowsky & Masson, 1996; Jas-
trzembski, 1981; Kellas, Ferraro, & Simpson, 1988; Pex-
man & Lupker, 1999), and by the presence of semantically
related words (McNamara, 1992; Meyer & Schvaneveldt,
1971; Pecher, Zeelenberg, & Raaijmakers, 1998; Seiden-
berg, Waters, Sanders, & Langer, 1984).

In the present study, semantic feedback consistency
was manipulated by using words with or withouta famil-
iar synonym. According to dynamic neural network mod-
els, a word (e.g., jail) with a familiar synonym ( prison)
will activate a pattern in the semantic units (representing
the meaning of jail and prison), and feedback from the
semantic units will result in the activation of several pat-
terns in the phonologicand orthographicunits (e.g., those
for jail and prison). Semantic feedback for words with-
out a synonym (e.g., milk) will activate only one pattern
in the phonologic and orthographic units. Therefore re-
action times (RTs) are predicted to be faster for words
without synonyms than for words with synonyms. The
effects of semantic variables may be larger for words that
have inconsistent mappings between orthography and
phonology (Farrar, Van Orden, & Hamouz, 1998; Strain
et al., 1995). This could pose a problem for the present
series of experiments. Experiments 1 and 2 were per-
formed with a Dutch subject pool (in fact, the subjects
were Dutch-English bilinguals). Because most Dutch
words have consistent mappings between orthography
and phonology, the effect of semantic variables may be
too small to observe. Therefore, in order to try to maxi-
mize the effect of semantic feedback inconsistency, En-
glish words were used.

EXPERIMENT 1
Naming

Method

Subjects. Thirty-three students at the University of Amsterdam
participated for course credit. All subject were native speakers of
Dutch with good command of English. Dutch students typically have
good command of English and use English fairly often (Van Hell,
1998). For example, most of the psychology curriculum consists of
books and papers in English.

Materials. Two sets of 75 words each were selected. A complete
list of the materials can be found in the Appendix. The first set con-
sisted of words with a familiar synonym. These were selected from
synonym norms (Whitten, Suter, & Frank, 1979; Wilding & Mo-
hindra, 1983) and from dictionaries. The synonyms of a pair could
be translated to the same Dutch word (e.g., pain and ache are both
translated as pijn). From each pair the less familiar word (e.g., ache)
was chosen as target.! This set was the semantic feedback incon-
sistent condition. The second set of 75 words consisted of words
that did not have a familiar synonym. This set was selected from a
larger set of words that were in the same word frequency and length
range as the synonym set. This larger set was extracted from the
MRC Psycholinguistic Database (Coltheart, 1981). From this larger
set all words that had a synonym or a word that was similar in mean-
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ing were eliminated. This was done by looking up the words in the-
sauri and by checking if the Dutch translation of the word could be
translated back to more than one English word. The remaining set
was further reduced by finding the subset of 75 words that matched
the set of synonyms best on word frequency and length. This set
was the semantic feedback consistent condition. All selected words
had stress on the first syllable, and the two sets of targets were
matched on first letter (with two exceptions: yesterday—usual and
key—quest). This was done so that differences in sensitivity of the
voice key could not account for differences between the two sets.
The mean length in letters was 5.5 for the feedback inconsistent set,
and 5.5 for the feedback consistent set. The mean log lemma fre-
quency was 2.82 for the feedback inconsistent set and 2.80 for the
feedback consistent set (CELEX English database, 1993). Six
words were used for the practice trials. No word appeared more than
once during the entire experiment.

Procedure. The words were presented on a PC screen for nam-
ing. A trial consisted of a warning signal (* * * * *) that was dis-
played for 500 msec, followed immediately by the target, which re-
mained on the screen until a response was made. Subjects responded
by reading the word aloud. RTs were measured with a voice key.
The experimenter recorded errors and voice key failures.

Results

Incorrect responses (mispronunciations) were dis-
carded, as were correct responses with RTs exceeding
1,000 msec (0.3% of the data). Voice key errors resulted
in loss of 3.7% of the data. The mean results are presented
in Table 1. RTs were slower for the feedback-inconsistent
condition than for the feedback-consistentcondition. This
difference was significant for subjects [F(1,32) = 9.06,
p <.01], but not for items [F,(1,148) = 1.53,p > .10]. If
either F| or F, is not significant, then minF’ is also not
significant (Clark, 1973). More errors were made in the
feedback-inconsistent condition than in the feedback-
consistent condition; this difference was significant by
subjects [F(1,32) = 14.88, p < .001], but not by items
[F5(1,148) = 1.13, p > .10]. Thus, naming responses were
slower and less accurate to feedback-inconsistent words
than to feedback-consistent words. However, the effect
of feedback consistency was quite small and not signif-
icant by items. This may have been due to the naming task.
Ziegler, Montant, and Jacobs (1997) also observed small
effects of phonologic feedback inconsistency in naming.
They observed a larger effect in lexical decision. Ziegler,

Table 1
Mean Reaction Times (RTs, in Milliseconds) and
Error Rates (ERs) in Percentages for Experiments 1, 2, and 3

RT ER
Experiment M SE M SE
1 (Naming)
Consistent 554 7.4 3.4 0.5
Inconsistent 559 7.9 53 0.6
Difference 5 1.9
2 (Lexical Decision)
Consistent 622 8.6 7.6 1.0
Inconsistent 636 7.2 9.9 1.3
Difference 14 2.3
3 (Lexical Decision)
Consistent 620 11.9 5.0 0.4
Inconsistent 645 11.2 6.4 0.6
Difference 25 1.4
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Montant, and Jacobs argued that lexical decision is more
sensitive to feedback inconsistency of phonology because
the task requires precise knowledge of a words’ spelling.
However, lexical decision may be more sensitive in gen-
eral because the task may require more complete recog-
nition of a word than the naming task. Therefore the next
experiment was done using a lexical decision task. To in-
crease the power of this experiment, more items were used
than in Experiment 1.

EXPERIMENT 2
Lexical Decision

Method

Subjects. Fifteen students at the University of Amsterdam par-
ticipated for course credit. All subjects were native speakers of
Dutch with a good command of English. None had participated in
Experiment 1.

Materials. Two sets of 127 words each were selected. Each set
consisted of the 75 words used in Experiment 1 plus 52 additional
words. These additional words were selected in the same way as the
first set, except for the stress and first letter restrictions. The two
sets were matched on length in letters and word frequency. The mean
length in letters was 6.04 for the feedback-inconsistent set, and 6.08
for the feedback-consistent set. The mean log lemma frequency was
2.78 for the feedback-inconsistent set and 2.69 for the feedback-
consistent set (CELEX English database, 1993).

A set of 254 nonwords was created. Sixty-one of the nonwords
were pseudohomophones, 2 either taken from Stone and Van Orden
(1993) or created by replacing a part of a word by a different spelling
for the same sound (Ziegler, Stone, & Jacobs, 1997)—for example,
replacing the ur in surface with ir to make sirface. The remaining
nonwords were created by changing one or two letters of existing
English words. None of the nonwords were derived from the criti-
cal targets. All nonwords were pronounceable. A further set of 6
nonwords and 6 words was created for the practice trials. No word
or nonword appeared more than once during the entire experiment.

Procedure. The words and nonwords were presented on a PC
screen for lexical decision. A trial consisted of a warning signal
(* * * * *) that was displayed for 500 msec, followed immediately
by the target, which remained on the screen until a response was
made. Subjects responded “word” by pushing a button with their
right index finger, and “nonword” by pushing a button with their
left index finger. They were instructed to respond as quickly as pos-
sible without making errors. If an error was made, the word FOUT
(error) was presented for 500 msec. If a response exceeded the
deadline of 1,500 msec, the word LANGZAAM (slow) was presented
for 500 msec. After 1,000 msec the next trial started. Stimuli were
presented in blocks of 100 trials (except the final block, which had
108 trials). After every block there was a short break, and feedback
was given on the percentage of errors. If this percentage exceeded
15%, the subject was urged to respond more accurately. The order
of the stimuli was randomized.

Results

Correct responses with an RT exceeding 1,000 msec
were discarded (3.6% of the data). The mean results are
presented in Table 1. RT analyses are based on correct
responses only. RTs were slower for the feedback-
inconsistent condition than for the feedback-consistent
condition. This difference was significant for subjects
[F,(1,14) = 17.19, p < .01] and for items [F,(1,252) =
5.08,p <.05, minF’(1,164) = 3.92, p < .05]. More errors
were made in the feedback-inconsistent condition than in
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the feedback-consistentcondition; this difference was sig-
nificant for subjects [F;(1,14) = 5.89, p <.05], but not for
items [F,(1,252) = 2.33,p > .10]. Thus, lexical decisions
were slower and less accurate to feedback-inconsistent
words than to feedback-consistent words.

Together with the results of Experiment 1, this is evi-
dence that feedback inconsistency indeed harms perfor-
mance in word recognition. This has implications for the
architecture of word recognition models. However, before
this strong conclusionis made, two issues need to be ad-
dressed. First, it may be problematic that the effects were
found with Dutch subjects. These subjects were perform-
ing the task in their second language, and this might have
affected their word processing somehow. A stronger claim
could be made if the same effect could be found with na-
tive English speakers. A second issue is that other con-
founding variables may have affected processing speed.
The sets used in Experiments 1 and 2 were matched on
word frequency and length, but not on other variables such
as bigram frequency or neighborhooddensity. In addition,
some words were ambiguous, and this may have compli-
cated the synonymy issue. For example, the word key does
not have a synonym for its /ock meaning, but there are
synonyms for other meanings of key, such as lever or but-
ton (as in telegraph key or keyboard). Therefore, a sec-
ond lexical decision experiment was conducted in which
the stimulus sets were controlled for more variables and
subjects who were native speakers of English were used.

EXPERIMENT 3
Lexical Decision

Method

Subjects. Twenty-eight students from the University of Califor-
nia, Riverside, participated for course credit. All subjects were na-
tive speakers of English.

Method. A new set of words was selected from the stimuli used
in Experiment 2. First, all words that had two or more unrelated
meanings according to the Webster’s dictionary (1989) were re-
moved. From the remaining set, a few more words were removed so
that the consistent and inconsistent sets had the same number of
words (65), and the words of the two sets were matched on several
word variables. Word frequency was taken from the CELEX data-
base, and a second measure of word frequency was taken from the
HAL corpus (Burgess & Livesay, 1998). This corpus consists of word
forms for which frequency counts are taken from Usenet discussion
groups. The HAL corpus was also used to calculate bigram frequen-
cies and neighborhood densities with LexStat (Walter van Heuven,
www.nici.kun.nl/~heuven/ ). Length in letters, phonemes, and syl-
lables were taken from the MRC database. The measures were 3.4
and 3.3 mean log HAL frequency, 2.6 and 2.6 mean log lemma
Celex frequency, 757307 and 767860 mean bigram frequency, 3.9
and 3.9 mean neighborhood density, 6.6 and 6.7 mean length in let-
ters, 5.4 and 5.4 mean length in phonemes, and 2.1 and 2.1 mean
length in syllables for the consistent and inconsistent sets, respec-
tively. The spelling of the words was adjusted to American standard
(e.g., flavour—flavor). The procedure of the experiment was identi-
cal to that of Experiment 2.

Results
Correct responses with RT exceeding 1,000 msec
were discarded (6.3% of the data). The mean results are

presented in Table 1. RT analyses are based on correct
responses only. RTs were slower for the feedback-
inconsistent condition than for the feedback-consistent
condition. This difference was significant for subjects
[F,(1,27) = 32.42, p < .01] and for items [F,(1,128) =
7.50,p < .05, minF’(1,155) = 6.09, p < .05]. More errors
were made in the feedback-inconsistent condition than
in the feedback-consistent condition, this difference was
significant for subjects [F(1,27) = 5.76, p < .05], but
not for items [F,(1,128) = 1.91, p > .10]. Thus, lexical
decisions were slower and less accurate to feedback-
inconsistent words than to feedback-consistent words.

Discussion

The results clearly show a disadvantage in word recog-
nition for words that have a synonym. This provides ev-
idence that printed word processing is affected by feed-
back semantics. The present finding is in line with the
studies that have shown that printed word perception is
affected by feedback phonology (Stone et al., 1997; Zieg-
ler, Montant, & Jacobs, 1997; but see Peereman et al.,
1998) and that auditory word perception is affected by
feedback orthography (Ziegler & Ferrand, 1998). These
results provide further support for models that assume
some resonance process during which activation flows in
both feedforward and feedback directions.

The feedback-consistency effect appears to be stronger
in lexical decision than in naming. Feedback-consistency
effects were reliable in both the subject and item analy-
ses when the lexical decision task was used (Experiments
2 and 3), but were reliable only in the subject analysis
when the naming task was used (Experiment 1). How-
ever, this need not be a problem for feedback models of
word recognition. In the naming task, a response can be
generated as soon as a stable phonological pattern is
achieved. Lexical decision may require full setting of the
meaning units (Joordens & Besner, 1994, but see Borow-
sky & Masson, 1996). Van Orden and Goldinger (1994)
have argued that the consistency at different grain sizes
of orthographic and phonologic patterns is greater than
that between orthographic and semantic patterns and that
between phonologic and semantic patterns. Because of
these stronger consistencies, orthographic—phonologicres-
onances will cohere earlier than orthographic—semantic
and phonologic-semantic resonances. Hence, a phono-
logic response may become available before a stable pat-
tern is reached in the semantic units. Therefore, a larger
effect of semantic variables is expected in lexical decision
than in naming. In a study that investigated ambiguity ef-
fects, Borowsky and Masson (1996) observed that the ef-
fect of semantic ambiguity is present in lexical decision
but not in naming. Simulation of the data with a distrib-
uted memory model (based on Masson’s, 1995, model)
showed that in order to fit the data for the naming task,
the influence of the semantic units had to be reduced,
whereas to fit the data for the lexical decision task, the
semantic units were more important. This might explain
the present findings. However, this argument depends on
the assumption that lexical decision requires more acti-
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vation in the semantic units. The question of how naming
and lexical decision are best modeled is beyond the scope
of the present paper. The important point is that some of
the published feedback models predict that lexical decision
is more sensitive to semantic variables than to naming.

The difference between naming and lexical decision
in the present results does not mean that semantics do not
play arole in naming at all. For example Strain etal. (1995)
showed that imageability (a semantic variable) can affect
naming responses. However, this effect seems to be re-
stricted to exception words. Strain et al. selected their stim-
uli so that they all had irregular spelling to sound patterns
and found the effect, whereas De Groot (1989) did not
select her stimuli on regularity and obtained very weak
effects of imageability in naming. De Groot did obtain
reliable effects in lexical decision. This again shows that
lexical decision is influenced more by semantic variables
than naming is.

Other studies have investigated consistency effects at
the semantic level. However, these studies have shown
effects only of feedforward variables, namely an effect of
semantic ambiguity on word processing (Borowsky &
Masson, 1996; Jastrzembski, 1981; Joordens & Besner,
1994; Kellas et al., 1988; Pexman & Lupker, 1999). In
these studies, inconsistent feedforward mapping from or-
thography to semantics led to faster responses. This seems
counterintuitive, because most models would predict that
competition between different meaning patterns slows
down processing. A possible explanation of the ambigu-
ity advantage is that in connectionist models, the system
starts in a random state and moves toward an end state.
Processing time reflects the distance between this start-
ing point and the end state. For ambiguous words there
are two possible end states in the meaning units. If the
system is likely to end in the state that is closest to the
starting point, then on average the closest end state of
ambiguous words will be closer to the starting point than
that of unambiguous words. Thus, the advantage of am-
biguous words might be one of proximity (Borowsky &
Masson, 1996; Joordens & Besner, 1994).

Another explanation for ambiguity effects in terms of
feedback mechanisms has been proposed by Pexman and
Lupker (1999). They investigatedthe different results that
are usually observed for polysemous words (i.e., words
that are ambiguous only at the semantic level, e.g., bank)
and homophones (i.e., words that are ambiguous at both
semantic and orthographiclevels, e.g., maid—made). They
obtained an advantage for polysemous words and a dis-
advantage for homophones. They suggested that this pat-
tern of results can be explained by assuming that both are
affected by feedback at the orthographic level. For poly-
semous words, the different patterns in the semantic units
feed back to the same orthographic pattern, leading to an
enhancement of activation. For homophones the phono-
logical pattern leads to inconsistentfeedback to the ortho-
graphic units, leading to a disadvantage. They show that
when the nonwords used in the lexical decision task are
pseudohomophones,and lexical decisions are presumably
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based more strongly on orthographic information, the two
effects are increased.

The feedback explanation for the polysemy effect is
related to the explanation for the present results. In the
case of polysemous words, the different meanings of an
orthographic pattern feed back to the same orthography,
thus enhancing performance. In the case of words with
strong synonyms, the orthographic pattern activates a se-
mantic pattern, and this semantic pattern feeds back to
different orthographic patterns. This inconsistency for
words with strong synonyms slows down word process-
ing. The present results provide further evidence that
word processing is best explained by feedback models.
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NOTES

1. According to familiarity ratings that were collected from a differ-
ent set of students from the same population.

2. Azuma and Van Orden (1997) have shown that the inclusion of
pseudohomophones can enhance semantic effects. However, if all non-
words had been pseudohomophones, the lexical decision task might
have become too difficult for Dutch subjects. Therefore only a portion
of the nonwords were pseudohomophones.

APPENDIX
Stimuli Used in Experiments 1, 2, and 3 (Numbers Indicate in Which Experiment a Word Was Used)
Consistent Words
admiration (2, 3) complain (2, 3) horse (1, 2) pride (1, 2)
adventure (2, 3) cross (1,2) hospitality (2) read (1,2, 3)
advertise (1, 2, 3) day (1,2) impatience (2, 3) reality (2, 3)
air (1,2) deaf (2, 3) improvise (1, 2, 3) rhyme (1, 2)
allergic (2, 3) death (2, 3) inspire (2) rib (1, 2)
almond (1, 2, 3) defender (2, 3) invade (2, 3) sausage (1,2)
army (1,2) describe (2, 3) invest (2, 3) scar (1, 2)
arrival (2, 3) digest (2) joke (1,2, 3) shark (1,2)
art (1,2) dignity (2) key (1,2) sin (1,2, 3)
bachelor (2) dog (1, 2) kidney (1, 2) skate (1, 2)
bakery (1, 2, 3) dolphin (2) kiss (1,2) sneeze (1,2, 3)
barman (2) earring (1, 2) late (1, 2) spy (1,2)
beetle (2) egg (1,2,3) laughter (1, 2, 3) stabilize (1, 2, 3)
beggar (2) exception (2) liar (2, 3) strawberry (1, 2, 3)
biology (2, 3) exclusion (2) lion (1,2) summer (1, 2)
birth (1, 2, 3) favour (1, 2, 3) mattress (2, 3) survival (2, 3)
bleed (2) favourite (1, 2, 3) milk (1, 2, 3) survivor (2, 3)
blood (1, 2) fever (1, 2, 3) mill (2) swim (1, 2)
bottom (1, 2) fish (1, 2) month (1, 2, 3) table (1, 2)
brainstorm (1, 2, 3) forget (2, 3) moon (1, 2) thirst (1, 2, 3)
brake (2) frog (1, 2) mortality (2, 3) triangle (1, 2, 3)

breath (2, 3)
bridge (1, 2)
burn (2)

cage (1,2)
camel (1, 2)
candle (1, 2)
champion (1, 2, 3)
coffin (1, 2)
collapse (2)
comb (1,2)
compare (2, 3)

future (1, 2, 3)
gamble (2, 3)
gambler (2, 3)
gesture (2)
glass (1,2, 3)
grandchild (2)
grape (2, 3)
guess (1,2, 3)
hair (1, 2, 3)
haircut (2, 3)
homesick (1, 2, 3)

moustache (2)
music (1, 2, 3)
neighbour (1, 2, 3)
nose (1, 2)

nurse (2)
obsession (2, 3)
oil (1,2, 3)

poet (1,2)
potato (2, 3)
prejudice (1, 2)
presence (1,2, 3)

truth (1, 2, 3)
voice (1,2)
volunteer (2, 3)
wall (2, 3)

widow (2)
windmill (1, 2, 3)
wine (1, 2, 3)
wisdom (1, 2, 3)
yellow (2)
yesterday (1, 2, 3)
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ache (1, 2, 3)

aid (1,2)
astonishment (2, 3)
author (1, 2)
autograph (1, 2, 3)
automobile (1, 2)
barbarian (2, 3)
battle (1, 2)
beginning (2, 3)
belly (1, 2, 3)
bend (1, 2)
benefit (1, 2, 3)
bug (1, 2)

bunny (1, 2)

cab (1, 2)

cash (1, 2)
chamber (1, 2)
coat (1,2, 3)
command (2)
commerce (1, 2, 3)
conduct (2)
corpse (1, 2, 3)
couple (1, 2)
dawn (1, 2, 3)
desire (2)

dish (1, 2)
earnings (2, 3)
employment (2, 3)
engine (1, 2)
escape (2)
evidence (1, 2, 3)
exam (2)

excuse(2)
exhibit (2)
expense (2, 3)
fabric (1, 2)

fall (1,2)
feeling (2, 3)
filth (2, 3)
flavour (2)

fluid (1, 2, 3)
fog (1,2)

fool (2)
forecast (1, 2, 3)
forest (2, 3)
fury (1,2, 3)
gain (1,2)
grease (1, 2, 3)
harm (1, 2)
hazard (1, 2)
hopelessness (1, 2,3)
il (1,2)

infant (2, 3)
inquiry (2, 3)
insane (2, 3)
intention (2)
intersection (2, 3)
investigation (2, 3)
jail (1,2, 3)

joy (2)

kid (1, 2)

killer (1, 2, 3)
lady (1, 2)
liberty (1, 2)

Inconsistent Words

little (1, 2)
madman (1, 2, 3)
mankind (1, 2)
mistake (2)
motion (1, 2)
movie (1, 2, 3)
nakedness (1, 2, 3)
nation (1, 2, 3)
obligation (2, 3)
odour (1, 2, 3)
outcome (2, 3)
physician (2, 3)
picture (1, 2)
pity (1,2, 3)
pole (2)
portion (2, 3)
prey (1,2, 3)
purchase (1, 2)
quantity (2, 3)
quarter (2)
quest (1,2, 3)
reduction (2)
region (1, 2, 3)
remark (2)
reply (2)

road (1, 2)
robber (1,2, 3)
sack (1, 2)
safety (1, 2, 3)
seat (2, 3)
shape (1, 2)
ship (1, 2)

shortage (2, 3)
sickness (2)
sight (1, 2, 3)
silent (2, 3)
single (2)
smash (2)

soil (1,2)
solitude (2, 3)
sorrow (2, 3)
source (1,2)
speak (1, 2)
spirit (1, 2)
store (1, 2)
strength (1, 2, 3)
sum (2, 3)
supper (2, 3)
tale (1, 2)

tall (2)

target (2, 3)
terror (2)
threat (1, 2)
tomb (1, 2, 3)
topic (2)

track (1, 2, 3)
tremble (2, 3)
trouble (2, 3)
usual (1, 2)
village (1, 2, 3)
wages (1, 2, 3)
wedding (1, 2, 3)
weep (1,2, 3)
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